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ABSTRACT 

Target tracking plays a vital role in the development of 

battlefield surveillance, airspace surveillance and Border 

Patrolling. The use of infrared imagery in target tracking 

prevents from a wide range of attacks in border security, 

sea shore security. Infrared imagery is an effective 

method to cluster heat generating targets and it can pene-

trate fog, haze, dust, smoke, snow, rain and extreme 

darkness operate at day and night. Infrared imagery is 

one of the major and efficient defensive medium in sur-

veillance and monitoring activity. In this paper, an intro-

duction of target tracking algorithms in infrared imagery 

is discussed and two detection algorithms with tracking 

algorithm are implemented and analyzed on single and 

multiple target dataset. This will open the new area for 

the researcher in the research field of security. 

1. INTRODUCTION 

1.1. Target Tracking  

Target tracking has been an intensive research area since 

the early 1960s, driven primarily by aerospace applica-

tions such as radar, sonar, guidance, navigation, and air 

traffic control. It has also found applications in biologi-

cal systems, econometrics, robotics and sensor networks. 

Target is generally described as any area of interest such 

as persons, mammals, birds, air vehicles, land vehicles, 

water vehicles, and buildings. Tracking is the process of 

locating a moving object over time using a camera. The 

objective of video tracking is to associate target objects 

in consecutive video frames. To perform video tracking 

an algorithm analyzes sequential video frames and out-

puts the movement of targets between the frames so we 

say that Target Tracking can be defined as the problem 

of estimating the trajectory of an object or target in the 

image plane as it moves around a scene. There are num-

ber of merits of Target Tracking such as  

 Tracking is the key for monitoring motion pa-

rameters, such as location, velocity, orientation 

and acceleration, are obtained by targets.  

 A target tracking is used for recognizing and 

understanding target behaviours, especially suf-

fering from illumination, scale, pose variations 

and occlusion 

In this target tracking, first step is infrared video acquisi-

tion then split this video into frames. Second step is to do 

pre-process theses frames means eliminate noise added 

during video acquisition or transmission. Background 

modeling or foreground detection in infrared video is 

used in third step. In this paper background modeling is 

used such as single frame differencing (SRF), Running 

Average (RA). In the fourth step, tracking is performed 

with Kalman filter and labeling based connected compo-

nent. There are also some other methods in which track-

ing is performed before detection, called track before de-

tect (TBD). Here, in this paper tracking is performed af-

ter detection of target. In the last step, the performance 

of tracking algorithm along with selected detection algo-

rithm will be evaluated through performance metrics like 

sensitivity(s) measure, PPV, detection and tracking accu-

racy. Target tracking can be classified in two forms: 

 
 1.1.2. Single Target Tracking 

A single target and single sensor scenario consists of a 
target whose state evolves through time and is only par-
tially observed by a sensor at discrete intervals of time. 
The objective is to estimate the state of a target given a 
sequence of observations made by the sensor up to the 
current time step. 

 1.1.3. Multiple Target Tracking 

In a multiple target tracking scenario, the number of tar-
gets changes over time as new targets may appear in the 
surveillance region due to spontaneous target birth. 
Moreover, existing targets may not survive to the next 
time interval and disappear from the scene. The duration 
for which a target exists in the surveillance region is un-
known. At the sensor, not all targets present in its field 
of view generate measurements. 

2. TYPES OF TRACKING ALOGRITHM  

There are many types of algorithms which usually use in 

target tracking but in infrared, some other classification 

of tracking algorithm is used by researcher. Tracking can 

be done through target representation and localization or 

by the use of filtering and data association [1]. Target 

representation and localization is mostly a bottom –up 

process which has also to cope with change in the ap-

pearance of the target. There are some common target 

representations and localization algorithms such as blob 

tracking, kernel based tracking, contour tracking. Filter-

ing and data association is mostly a top – down process 

dealing with the dynamics of the tracked object, learning 

of scene priors, and evaluation of different hypotheses. 



Some filters for tracking are such as optimal Bayesian 

filter, linear filter (Kalman filter), non-linear filter (ex-

tended Kalman, unscented Kalman, Gaussian sum filter, 

particle filter) and techniques for data association are 

such as nearest neighbour standard filter, probabilistic 

data association filter, multiple hypothesis tracking, 

Random sets for multi-target tracking. According to 

A.Yilmaz et al [2] object tracking is classified into three 

parts such as point tracking, kernel tracking, silhouette 

tracking. Point tracking consists of MGE tracker, GOA 

tracker, Kalman filter, JPDAF, PMHT and kernel track-

ing consists of mean- shift, KLT, Eigntracking, SVM 

tracker and Silhouette Tracking consists of state space 

models, heuristic methods, Hough transform, and histo-

gram. 

 3. COMPARATIVE ANALYSIS OF DIFFERENT 

DETECTION ALGORITHM WITH TRACKING 

ALGORITHM 

In this section, two target detection algorithms such as 

Single Reference Frame (SRF) and Running Average 

(RA) along with Kalman filter (KF) is applied on Ohio 

State University (OSU) Infrared dataset. 

3.1 Single Reference Frame (SRF) 

The simplest method is the frame difference method for 

the reason that it has great detection speed, can be im-

plemented on hardware easily and has been used widely. 

While detecting moving object by frame difference 

method, the reference image can be a single first frame 

containing no moving objects in the difference image, 

the unchanged part is eliminated while the changed part 

remains [4]. This change is caused by movement or 

noise, so it calls for a binary process upon the difference 

image to distinguish the moving objects and noise. Fur-

thermore, connected component labeling is also needed 

to acquire the smallest rectangle containing the moving 

objects [5]. The noise is assumed as Gaussian white 

noise in calculating the threshold of the binary process. 

According to the theory of statistics, there is hardly any 

pixel which has dispersion more than 3 times standard 

deviation. Thus the threshold is calculated as following: 

   

        
While u is the mean of the difference image, σ is the 

standard deviation of the difference image. 

3.2 Running Average (RA) 

Many background models have the problem of high 

computational complexity except the running average 

background model. The running average background 

costs low computational complexity[4][6]. Running av-

erage background model dynamically update the back-

ground image to adapt to the scene changing by using 

the weighed sum of the current image and background 

image. The updating formula is: 

                                        

Where α is the updating rate, B (t) is the background im-

age at the time t, F (t) is the current image at time t. 

The updating rate α represents the speed of new changes 

in the scene updated to the background frame. However, 

α cannot be too large because it may cause artificial 

“tails” to be formed behind the moving objects. Because 

the running average background just needs to compute 

the weighted sum of two images, so it has low computa-

tional complexity and space complexity. Dynamically 

updating the background makes this model can adapt to 

very complex scene[5]. 

Motion detection is started by computing a pixel based 

absolute difference between each incoming frame F(t) 

and an adaptive background frame B(t). The pixels are 

assumed to contain motion if the absolution difference 

exceeds a predefined threshold level. As a result, a bina-

ry image is formed where active pixels are labeled with 

“1” and non-active ones with “0”. It is necessary to up-

date the background image frequently in order to guaran-

tee reliable motion detection [6]. The basic idea in back-

ground adaptation is to integrate the new incoming in-

formation into the current background image using the 

following equation [4-6]. 

3.3 Kalman Filter 

The Kalman filter is a recursive estimator. This means 

that only the estimated state from the previous time step 

and the current measurement are needed to compute the 

estimate for the current state [8]. In what follows, the no-

tation Xn|m represents the estimate of at time n given ob-

servations up to, and including at time m. The Kalman 

filter can be written as a single equation; however it is 

most often conceptualized as two distinct phases: "Pre-

dict" and "Update". The predict phase uses the state es-

timate from the previous timestep to produce an estimate 

of the state at the current timestep. This predicted state 

estimate is also known as the a priori state estimate be-

cause, although it is an estimate of the state at the current 

timestep, it does not include observation information 

from the current timestep. In the update phase, the cur-

rent a priori prediction is combined with current obser-

vation information to refine the state estimate. This im-

proved estimate is termed the a posteriori state estimate 

[8]. 

 Predict: 

Predicted (a priori) state estimate                  

Xk|k-1 = Fk   xk-1|k-1 +Bk uk 

Predicted (a priori) estimate covariance          

Pk|k-1 = Fk  Pk|k-1 Fk
T 

+ Qk 

 Update: 

Innovation or measurement residual            

yk =zk - Hk xk-1|k-1 

Innovation (or residual) covariance             

Sk = Hk Pk|k-1 Hk
T 

+ Rk 

Optimal Kalman gain                

Kk = Pk|k-1 Hk
T
 Sk

-1
 

Updated (a posteriori) state estimate          

Xk|k = Xk|k-1 + Kk yk 
Updated (a posteriori) estimate covariance           

Pk|k = (I - Kk Hk) Pk|k-1  

 



Where for each time step k, Fk the state-transition model, 

Hk the observation model, Qk the covariance of the proc-

ess noise, Rk the covariance of the observation noise, Bk 

the control-input model, uk control vector, zk an observa-

tion (or measurement) of the true state xk, Kk  : Kalman 

gain 

3.5 Analysis of Algortihm with OTCBVS Datasets 

In this paper, three different infrared dataset with multi-

ple targets are used to analyze the detection and tracking 

accuracy from IEEE OTCBVS WS Series Bench, Ro-

land Miezianko, Terravic Research Infrared Database. 

The first thermal data set, Two objects enter the FOV 

from opposite directions and walk toward each other. 

They stop in the center of the FOV for a while, then turn 

around and return to their previous positions. In second 

thermal Dataset, Two objects walk from right to left and 

briefly stop in the center of the FOV. First objects starts 

to walk left while second object is stationary. Later, the 

second object also begins to walk left. And last third 

thermal Dataset, Two objects enter the FOV from oppo-

site directions. They walk towards each other and stop in 

the center of the FOV. Finally, they walk together to the 

right of the FOV. In which sensor details are Raytheon 

L-3, Thermal-Eye 2000AS, Format of images = 8-bit 

grayscale JPEG, image size = 320 x 240 pixels. All the 

experimented results on these infrared images are shown 

in Figure1 with Data1 (Frame no: 203, 256, 375), Data2 

(Frame no: 65, 300,485), Data3 (Frame no: 130, 390, 

601). In multiple target frames (Dataset1, Dataset2, and 

Dataset3), green and blue rectangles represents the cur-

rent estimation and red rectangle are moving around the 

target that predict the next stage. For analyzing and pre-

dicting the tracking accuracy rate, TAR, TTAR, PPV, 

FAR are measured. Result analysis of target detection 

and tracking are shown in Table I and Table II. To Track 

the target with single frame differencing with Kalman 

filter is not well suitable in infrared imaging. Due to high 

susceptibility for slight change in atmospheric condition, 

it is suitable for normal visible images but it cannot track 

varying intensity object of infrared image sequences. 

Running average with Kalman is more suitable to track 

those objects in an environment where there may be 

slight changes in background or there may be changes in 

size of the objects but it is not fitted for non-uniform ob-

ject in infrared imagery. It is also suited for normal visi-

ble image or colour image sequences. In this paper, we 

have implemented the algorithm on benchmark data set 

of Ohio state university infrared image sequence and 

done some performance test like f- measure for sensitivi-

ty and target accuracy rate and target tracking accuracy 

rate are calculated that are shown in different graph. 

With the help of this statistical data we can analyze the 

tracking accuracy of the multiple targets with SRF with 

Kalman and RA with Kalman. It also analyzes detection 

of multiple targets in SRF and RA with graph as shown 

in Figure2. 
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Figure 1: Result of OSU Infrared Image Sequence on SRF and RA with Kalman Filter 
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Table I: Result Analysis of Target Detection 

S

N

o 

Sequence GT 

Single Reference Frame  (Moving)Running Average 

TP FP FN S PPV FAR TAR TP FP FN S PPV FAR TDAR 

1 
Multiple Person Cross 

each other 
485 475 23 1 0.997 0.953 0.047 0.974 441 1 0 1 0.997 0.003 0.998 

2 

Multiple Person comes 

from the same Direc-
tion  

680 678 2 0 1 0.997 0.003 0.998 670 5 1 0.998 0.992 0.008 0.994 

3 

Multiple Person comes 

from different direc-
tion and move in same 

direction 

690 546 1 1 0.998 0.998 0.002 0.998 566 1 0 1 0.998 0.002 0.998 

 

Table II: Result Analysis of Target Tracking 

S

N

o 

Sequence GT 

Single Reference Frame With Kalman (Moving)Running Average With Kalman 

TP FP 
F

N 
S 

PP

V 

FA

R 
TAR TTAR TP FP 

F

N 
S 

PP

V 

FA

R 
TAR TTAR 

1 
Multiple Person 

Cross each other 
485 430 20 34 

0.92

6 

0.95

5 

0.04

5 
0.940 0.888 400 1 22 

0.94

7 

0.99

7 

0.0

03 
0.971 0.952 

2 

Multiple Person 

comes from the 
same Direction 

680 672 1 26 
0.96

2 

0.99

8 

0.00

2 
0.979 0.960 665 4 22 

0.96

7 

0.99

4 

0.0

06 
0.980 0.961 

3 

Multiple Person 

comes from dif-

ferent direction 
and move in 

same direction 

690 506 1 38 
0.93

0 

0.99

8 

0.00

2 
0.962 0.943 523 2 47 

0.91

7 

0.99

6 

0.0

04 
0.954 0.928 

 

 

 

 
 

 

 

 
 

 

 

 
 



 
Figure 2. Performance Parameters Analysis of target tracking with Kalman Filter 

4. CONCLUSION 

In this paper, we presented a brief review of different 

approaches of multiple targets tracking in infrared imag-

ing. We all know that intruder detection and tracking 

system are essential parts of security in every field such 

as border security, sea shore security, traffic monitoring 

and robotics based rescue operations.  There are many 

obstacles such as noise, directional view, pose, illumina-

tion that affects the overall performance of the tracking. 

Experimental results of SRF and RA with Kalman Filter 

on OSU dataset with multiple targets are analyzed and 

computed.  

 

 ACKNOWLEDGMENT 

 

The authors would like to thank to IEEE OTCBVS WS 

Series Bench, Roland Miezianko, and Terravic Research 

Infrared Database. 

5. REFERENCES 

[1] Comaniciu, Ramesh, Meer, “Kernel-based ob-

ject tracking," in IEEE Transactions on Pattern 

Analysis and Machine Intelligence, vol.25, 

no.5, pp.564-577, 2003 

[2] Yilmaz, Alper, Omar Javed, and Mubarak Shah. 

"Object tracking: A survey."Acm Computing 

Surveys (CSUR), 2006. 

[3] Majid, Ross, Jamali, Gorsevski, Frizado, 

Bingman, "Avian detection & tracking algo-

rithm using infrared imaging," in IEEE Interna-

tional Conference on Electro/Information 

Technology (EIT), pp.1-4, 2012. 

[4] Chaohui, Zhan, "An improved moving object 

detection algorithm based on frame difference 

and edge detection." in IEEE Fourth Interna-

tional Conference on Image and Graphics, 

2007. 

[5]  McIvor, "Background Subtraction Tech-

niques," in Proc. of Image and Vision Compu-

ting, 2000. 

[6]  Piccardi, "Background subtraction techniques: 

a review," in Proc. IEEE International Confer-

ence Systems, Man, Cybernetics, pp. 3099-

3104, 2004. 

[7] Elhabian, Shireen ,Khaled, Sayed, and Sumaya 

"Moving object detection in spatial domain us-

ing background removal techniques-state-of-

art." Recent patents on computer science, 2008. 

[8] Welch, Greg, Gary Bishop. "An introduction to 

the Kalman filter." 1995. 

[9] Nummiaro, Katja, Esther Koller-Meier, and Luc 

Van Gool. "An adaptive color-based particle fil-

ters." Image and Vision Computing ,2003. 

[10] Chen, S. Y. "Kalman filter for robot vision: a 

survey.” in IEEE Transactions on Industrial 

Electronics 2012. 

[11] Bernardin, Keni, Alexander Elbs, and Rainer 

Stiefelhagen. "Multiple object tracking perfor-

mance metrics and evaluation in a smart room 

environment." in Sixth IEEE International 

Workshop on Visual Surveillance, in conjunc-

tion with ECCV. Vol. 90. 2006. 

[12] Bashir, Faisal, Fatih Porikli. "Performance 

evaluation of object detection and tracking sys-

tems." in PETS 6, 2006. 

[13] Nascimento, Jacinto, Jorge S. Marques. "New 

performance evaluation metrics for object de-

tection algorithms." In Proceedings of IEEE 

PETS Workshop. 2004. 

[14] Ristic, Branko, Sanjeev Arulampalm, and Neil 

Gordon. “Beyond the Kalman filter: Particle fil-

ters for tracking applications.” Artech House 

Publishers, 2004. 

[15] Lee, Suk Jin, "Human tracking with an infrared 

camera using a curve matching framework." 

EURASIP Journal on Advances in Signal Pro-

cessing 2012. 

[16] http://www.cse.ohio-state.edu/otcbvs-bench 

(accessed on 20 Jan 2013). 


